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Direct images of the virtual source in a supersonic expansion of helium are presented. The images were
obtained using a Fresnel zone plate with free-standing zones, 540µm in diameter and with an outermost
zone width of 50 nm. The general method can be extended to other beams, including seeded beams.
Measurements were carried out at absolute source pressures ranging from 11 to 171 bar using a 10µm nozzle
with a source temperature of 320 K. The size of the virtual source was found to be strongly dependent on
pressure, changing from a diameter of 67( 6 µm at an absolute nozzle pressure of 11 bar to 180( 9 µm
at 171 bar. The virtual-source brightness displays a maximum at an absolute nozzle pressure of around 30
bar. This phenomenon occurs because of two competing effects: As the pressure increases, the total flux also
increases, but at the same time the virtual source broadens. We modeled the expansion process by calculating
the velocity distribution with solutions from the Boltzmann equation to estimate the location of the quitting
surface where the frequency of interatomic collisions is assumed negligible. Realistic potentials have been
used to calculate the cross section for atomic collisions and, for the velocity distribution perpendicular to the
center streamline, a proper scaling with distance derived from the continuum expansion model has been
introduced. A good agreement between experiments and model has been found and we discuss its approximation
limits. For instance, backscattering effects are not included in the calculations and at present we cannot
exclude that they also contribute to a broadening of the virtual-source size for the highest pressure regime.
The results presented here are important for improving the understanding of the supersonic expansion process.
The experimental method might eventually be used as a new way to test molecular and atomic interaction
potentials.

1. Introduction

Supersonic molecular beam experiments have provided
important contributions to various areas of science over the last
decades, see for example refs 1-6. Contributions range from
molecular interaction, clusters, and spectroscopy experiments
to surface and nanoscience. Supersonic molecular beams can
be created with neutral atoms at low (thermal) energy, which
makes them particularly suited for the investigation of fragile
surface structures and insulating materials7,8 that are difficult
to investigate with other methods. They are also useful for
surface dynamics experiments because they can probe millielec-
tronvolt as well as microelectronvolt9-11 energy ranges. Recent
new developments include measurements with extreme grazing
incidence exploring quantum scattering effects,12 He-spin echo,13

and scanning helium microscopy.14-16

In a supersonic expansion the mean free path of the atoms is
small compared to the nozzle diameter so that the gas leaves
the nozzle in the continuum flow regime. After a distance of a
few nozzle diameters, the streamlines become straight lines,17

which can be traced back to one point, the so-called virtual-

source point (see Figure 1). As the beam expands, the density,
and hence the collision frequency, decrease and eventually a
molecular flow regime is reached in which the atoms travel in
straight trajectories without further collisions. The onset of the
molecular flow regime is often modeled by a so-called quitting
surface (see section 3 for more details). When the molecular
flow regime (the quitting surface) is reached, the individual
trajectories can be traced back to a plane perpendicular to the
beam direction of travel and containing the virtual-source point.
In this plane a spatial distribution function, which was labeled
the virtual source by Beijerinck and Verster,18 is obtained as
shown in Figure 1. The spatial distribution function is most
narrow there.

As illustrated in Figure 1 the shape of the virtual-source is
determined by the velocity distribution (temperature) of the
beam. This is commonly expressed in literature as two tem-
peratures: the temperature of the beam along the direction of
travel,T|, and perpendicular to the direction of travel,T⊥. The
velocity distribution spread of the beam along the direction of
travel, ∆V| ) x2kBT|/m, with m the atomic mass andkB the
Boltzmann constant, is crucial for accurate diffraction and time-
of-flight experiments19 and a substantial amount of work has
therefore been done investigating and modeling the parallel
beam temperature.20-22 Up till now a sufficient angular resolu-
tion could be achieved through simple spatial collimation of
the beam and the perpendicular velocity distribution,∆V⊥ )
x2kBT⊥/m, has therefore been much less investigated. Theo-
retical and experimental work was done by Beijerinck et al. in
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the 1980s.17,18,23,24Their experiments were carried out with low
source pressures and large nozzles (20µm or more), stepping
across the expanding beam with a narrow slit. The publications
by Beijerinck and co-workers remained nearly the only work
on the perpendicular temperature for more than a decade until
last year when new measurements were presented by DePonte
et al.25 They obtained information on the virtual source using a
2 µm slit aperture placed 101 mm from the nozzle as a 1-D
pinhole camera.

New experimental developments in molecular beam experi-
ments put new demands on the molecular beam sources in terms
of such parameters as intensity and coherence. The development
of an optimized coherent molecular source requires a detailed
knowledge not only of the parallel but also of the perpendicular
velocity distribution. For this reason we have investigated
experimentally the size of the virtual source of a He beam at
different stagnation pressures by using an atom optical element,
a Fresnel zone plate, to image the virtual source. A theoretical
model has been developed and good agreement is found with
the experimental results as well as with recent results from
DePonte et al.25

2. Experimental Apparatus

The experiments presented here were carried out in a
molecular beam apparatus named MAGIE. For a detailed
description of the apparatus see ref 26. Figure 2 shows a diagram
of the experimental setup. A neutral, ground state helium beam
is created by a supersonic expansion from a 10µm diameter
nozzle. The source chamber is pumped by a 3200 L/s (for
helium) turbomolecular pump. Measurements were made at
source pressures ranging from 11 to 191 bar. The source
temperature was kept at 320 K for all experiments, correspond-
ing to an average beam velocity of 1865 m/s and a wavelength
of 0.53 Å. The average velocity,V, and speed ratio,S, of the

beam were determined from time-of-flight (TOF) measurements
using a double slit chopper (not shown in the diagram in Figure
2). The speed ratio is calculated fromS ) 2xln2V/∆V (where
∆V is the full width at half-maximum (FWHM) of the measured
velocity distribution).2 The speed ratio varied from 17.5( 5 at
11 bar to 139( 5 at 171 bar, corresponding to a spread in
wavelength of 0.051 Å at 11 bar to 0.006 Å at 171 bar. The
beam passes through a skimmer, 400µm in diameter. Prelimi-
nary experiments in our lab had shown that this is significantly
larger than the virtual source for the pressure regime here
examined. A Fresnel zone plate was placed in the beam line so
that the virtual source was in the object plane and a vertical
slit/pinhole in the image plane (see Figure 2). The ideal zone
plate consists of a set of free-standing concentric rings blocking
every other Fresnel zone. The experiment was carried out using
a “state of the art” zone plate with a diameter of 540µm
consisting of 2700 free-standing zones. A detailed description
of the fabrication process can be found in ref 27. The zone plate
is made of nickel and sits on an underlying Si membrane with
a central hole. The central part of the zone plate (the inner 240
zones) was covered by a circular stop (162µm in diameter) as
part of the fabrication process. This was done to block near the
beam center line the zeroth-order part of the diffracted beam as
illustrated in the diagram in Figure 2. The zone widths range
from 165 nm at the outer rim of the circular stop to 50 nm for
the outermost zones. The rings are kept in place by radial support
strips.

When reaching the zone plate, the atoms are in the molecular
flow regime, traveling in straight lines and not interacting with
each other so that the situation is analogous to classical optics.
The virtual source was scanned by stepping the vertical slit/
pinhole across the image in one or two dimensions. The
transmitted signal was measured using an electron bombardment
detector. Measurements were performed with two zone plates

Figure 1. Schematic representation of a supersonic expansion and definition of the virtual source. The nozzle expansion can be described as a
continuum flow that is axisymmetric about thez-axis. Stream lines follow a curved path initially, but after a distance of a few nozzle diameters they
become straight and can be traced back to one point, the so-called virtual-source point. The density and hence the collision frequency decrease
during the expansion until a molecular flow regime is reached where atoms travel in straight trajectories without further collisions. The transition
between the continuum and molecular flow regime occurs at the so-called quitting surface, where it is assumed that collisions stop completely. At
the quitting surface, the individual trajectories can be projected backward onto the plane perpendicular to the beam direction of travel that contains
the virtual-source point. Taking into account also the width of the distribution of velocities perpendicular to the streamlines∆V⊥, one obtains a
spatial distribution function that is the virtual source.
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of similar geometry, here referred to as ZP1 and ZP2. In both
cases the zone plate was placeds ) 1492 mm from the source.
The whole detector setup was attached to the central part of
the apparatus (where the zone plate was placed) by bellows and
mounted on a spindle that allowed a variable distance to the
zone plate in the range from 680 to 840 mm. In this way the
distances′ from the zone plate to the slit/pinhole could be
optimized to place the slit/pinhole in the image plane. Given
the distribution of the rings on the zone plate and the wavelength
of the beam, the expected focal lengthf ) 506 mm could be
calculated (the same for both zone plates), giving an expected
image distance ofs′ ) 765 mm (taking the nozzle plane to be
the source plane). Experimentally, the optimum image position
was found ats′ ) 766( 3 mm (using a microskimmer, see ref
15). In principle, the location of the image plane differs slightly
for the different pressures because the virtual-source plane
moves away from the nozzle as the pressure increases. This
effect, however, is so small that it could not be observed in
these experiments and all measurements presented here were
carried out at the same image position. The zone plate acts as
a lens and the obtained image scans must be corrected by the
demagnification factorM ) s′/s ) 0.513 to obtain the true
virtual-source size.

3. Theoretical Model

As discussed in the Introduction the supersonic expansion
of a gas through a nozzle of diameterdnz is a complex process
in which interatomic collisions play a fundamental role. During
the expansion the temperature of the gas is reduced and its
random thermal energy in the source is converted into the beam
translational kinetic energy. The velocity distribution of the
atoms,f(Vb), narrows until the collision frequency is negligible.
In the proximity of the nozzle the collisions are very frequent,
but as the beam expands, the gas density decreases and thereby

the collision frequency also decreases. Beyond a certain dis-
tance the frequency is so low that the collisions can be neglected.
In the so-called sudden freeze model the flow is approximated
by two regimes. Up to a certain distance the flow is approxi-
mated as a continuum flow and then at the so-called quitting
surface it is assumed that no more collisions take place and
molecular flow sets in. In practice, there will be a so-called
“quasi molecular flow regime” between the continuum and
molecular flow, but this regime is neglected in the model.

In the sudden freeze model the evolution off(Vb) during the
expansion can be calculated by means of the Boltzmann equation
that is solved using the approximate method discussed in refs
28 and 29 that is suitably adapted for the present case. The
first basic assumption is to treat the beam expansion beyond
the nozzle as spherically symmetric so that the flow properties
depend only on the distance from the source. Moreover, to take
into account that the velocity components parallel (V|) and
perpendicular (V⊥) to the streamlines behave differently during
the expansion, an anisotropic velocity distribution, which is the
product of two Maxwellian functions with two temperatures,
T| andT⊥, respectively, is assumed

wherem is the He mass,kb is the Boltzmann constant,n is the
atom density, andu is the most probable velocity of the gas
(the flow velocity). The evolution of the parametersn, u, T|,
and T⊥ with the distance from the source,z, is obtained by
solving numerically the set of four coupled integro-differential
equations derived from the Boltzmann equation using the
method of moments:20

Figure 2. Sketch of the experimental setup. The virtual source is taken to be situated in the nozzle plane and imaged by the zone plate’s plus first
diffraction order onto a slit or a pinhole. The zero as well as the minus first order are also indicated. They contribute to the background signal.s
is the distance from the nozzle plane to the zone plate, ands′, the distance from zone plate to image plane. The image is recorded by moving the
slit or pinhole.

f(Vb) ) n( m
2πkbT|

)1/2( m
2πkbT⊥)

exp(- m
2kbT|

(V| - u)2 - m
2kbT⊥

V⊥
2)
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The first three equations are related to quantities (mass, parallel
momentum, and energy) that are conserved during collisions.
The last equation is related to the energy associated with the
perpendicular motion,〈∆V⊥

2〉 (the second moment of the
perpendicular velocity distribution). It contains the effect of
collisions through the collision integral (see below). Note that
for clarity the nozzle diameter is referred to asdnz in the equation
above. In the rest of the paper the nozzle diameter is referred
to asd. The solution is calculated using the standard Runge-
Kutta computation procedure.30 The integration is started atr
) 2.5 where the spherically symmetric model is found to be a
good approximation to describe the expansion.31 The starting
parameters are obtained from the source conditions,T0 andP0,
using the analytical formula of ref 32 for the isentropic
expanding gas. The distance at which the integration is
terminated (distance of the quitting surfaceDQS) is somewhat
arbitrary. A convenient parameter isFT ) T⊥/T|, which is a
measure for the collisional coupling among the beam atoms.
Within the source, where the gas is in equilibrium,FT ) 1, and
in the molecular flow regimeT⊥ monotonically decreases to
zero because of geometrical effects andT| levels off; therefore
FT f 0 for r f ∞. In the calculations presented here we assume
negligible collisional coupling atFT e 0.01. Stopping the
integration atFT ) 0.005 alters the calculation results less than
0.1%. Values of physical parameters, such as the speed ratioS

) x1/2mu2/kbT|, are evaluated from the terminal values of the
free jet parameters.

The evolution of the velocity distribution is determined by
the collision integral

whereTeff is an effective temperature intermediate to the values
of T⊥ and T|, Q(2) is the cross section, andE is the collision
energy of two atoms in the center-of-mass system. We have
calculated the scattering cross section and the associated
collision integral by taking into account quantum effects that
are shown to be quite important for He at temperatures below
10 K.33 For collisions between Bose-Einstein particles

where ηl is the phase shift of the partial wave with orbital
angular momentuml. Phase shifts are estimated by employing
the computation procedure described in detail in ref 34 and the
Numerov method35,36 for the numerical integration of the
Schrödinger equation. To describe the He-He interactions, we

chose two analytical potentials that were also used in the
literature to describe He expansion. The first potential is the
well-known Lennard-Jones (LJ) (12-6) potential37

whereR is the interatomic distance,ε ) 0.94 meV is the well
depth, andR0 ) 2.64 Å is the equilibrium distance.

The second analytical potential is the Hurly and Moldover
(HM) potential,38 which is obtained as the sum of a repulsive
term and an attractive contribution in the rangeR g 0.3 au, i.e.

Here

where the parametersA and an are determined by fitting the
potential curve to theab initio results.39-43 The attractive part
is

where

and the corresponding parameter,b, is determined through the
comparison with theab initio results. The dispersion coefficients
are calculated with the recurrence relation

where the coefficientsΩn are calculated in ref 44 andC6 )
1.46097780 au,C8 ) 14.117855 au, andC10 ) 183.691250 au
are assumed as starting values.45 The functionsh2n(R) account
for relativistic effects and modify the behavior of the dipole-
dipole term fromR-6 to R-7 at largeR. The expression forh6-
(R) is taken from ref 46 and forn > 3, h2n(R) ≡ 1 is assumed.

The HM potential behaves very similarly to the Tang-
Toennies-Liu potential47 over a wide range of interatomic
distances48 whereas the LJ potential is slightly lower than the
HM potential at largeR; in the repulsive region the LJ curve is
the steeper one. The LJ cross section is noticeably smaller than
the HM one in the low-energy range (<10-3 meV).

Having calculated the velocity distribution of the beam at
the quitting surface, one can characterize the virtual source by
back-tracing the trajectories to the nozzle plane, which was taken
to be the virtual-source plane. We have assumed that the plane
of the virtual-source point is located at the nozzle plane because
estimations of the distance between the two planes set the
position within a fraction of the nozzle diameter,2,18 which is
negligible in comparison toDQS.

Following Beijerinck,18 the corresponding FWHM of the
virtual source has been calculated as

d
dr

(nur2) ) 0 r ) z
dnz

nu
du
dr

+ d
dr(nkbT|

m ) +
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where “pot.” is LJ or HM depending on the potential. The
numerical factors transform the dispersion of the Gaussian
distribution to FWHM. Unfortunately, this estimation does not
represent satisfactorily the data, as will be shown in the next
section. On the other hand, the parallel velocity distribution
provides a good fit of measured speed ratios;48 therefore we
have modified the model only for the estimation of the
perpendicular temperature. Up to the quitting surface, the gas
follows approximately a continuum expansion. It has been
shown that, for an axisymmetric expansion in the continuum
region withr > 4, the temperatureTC depends on the distance
as2

Therefore we assume the same scaling with distance forT⊥ and
we estimate the virtual-source size as

where TC(DQS) is the temperature at the quitting surface
calculated using eq 2.

4. Results

In Figure 3 a series of normalized zone plate focus scans are
presented, showing the increase of the virtual-source size with
source pressure. The data sets were obtained using ZP2 and
stepping across the image with a 10µm pinhole. Each data set
was fitted with a model based on two Gaussian distributions
convoluted with the pinhole transmission function using least-
squares minimization. The fitting model also takes into account
the higher background signal due to the zeroth-order diffraction
and the shadow of the geometrical stop (see Figure 2). In
agreement with previous publications18,25we find that a model
incorporating only a single Gaussian distribution does not yield
a good representation of the data. Therefore a model describing
the focus with two Gaussian distributions is chosen to represent
better the broader tails of the focus. However, we found that
allowing the ratio between the two areas of the Gaussian

distributionsA1/A2 to vary in the minimization process results
in a high dependence on initial parameter values. This may be
attributed to the limited resolution of the focus scans, as well
as the extension of the Gaussian tails into the zeroth-order
region. For this reason the ratioA1/A2 is fixed to equal 1. This
gives an excellent fit of the data, revealing a clear trend in the
small and large components of the virtual source (the two
Gaussian distributions).

To illustrate the fitting procedure the data set for a nozzle
pressure ofp0 ) 51 bar from Figure 3 is shown on its own in
Figure 4 with the two Gaussian components displayed in
addition as separate graphs. The raised background due to the
zeroth-order diffraction is also visible as well as the dip in
intensity due to the shadow of the geometrical stop. Note that
data points beyond the zeroth-order diffraction are not included
in the fitting procedure.

Additional fits were made for a series of data taken using
ZP1 and a vertical slit for stepping across the image to rule out
any contributions from imperfections specific to either one of
the zone plates. It is known15 that for both zone plates some
zones may be partly blocked by resin left over from the
fabrication. This phenomenon is thought to be more pronounced
for ZP1. It turned out that the slit scans obtained with ZP1

exhibited a less symmetric image than the pinhole scans obtained
with ZP2. This is most likely due to an uneven intensity
distribution in the zeroth-order diffraction, caused by partly
blocked zones. The virtual-source diameters obtained with ZP1

and ZP2 are shown together in Figure 5. Note that the virtual-
source diameters are determined from the zone plate image scans
by dividing the FWHM of the two Gaussian distributions by
the setup demagnification factor (M ) 0.513) (see section 2).
Also displayed in Figure 5 are results reproduced from ref 25.
They will be discussed in section 5. At low pressures both small
and large virtual-source diameters of the ZP1 data set are larger
than the results from ZP2. We attribute this to the above-
mentioned uncertainties with the slit scans. Also the deconvo-
lution of the data sets are more prone to error when the size of
the scanned focus is about the same size or smaller than the slit
width. For this reason only the results from ZP2 are used in the
following analysis.

Figure 3. Images of the virtual source at different source pressures obtained by stepping a pinhole, 10µm in diameter, across the image using zone
plate ZP2 to image. The increase in size as a function of pressure can clearly be seen. The data sets have been normalized and fitted with two
Gaussian distributions, as explained in the main text.

TC(r) ) 0.287T0r
-4/3 (2)

dC
pot. ) 2x2 ln 2

DQSxkbTC(DQS)/m

u
(3)
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For low pressures the speed ratio of the helium beam is not
sufficiently high to neglect chromatic aberrations. This was
determined from another set of focus experiments using a
microskimmer and time-of-flight measurements to determine
the parallel speed distribution of the beam.15 The transverse
chromatic aberration∆σ was found to follow theory well, as
described by49

rN is the radius of the zone plate andS the beam speed ratio.
Equation 4 shows that the point spread function due to chromatic
aberrations has a FWHM of less than 10µm for all data points
exceptp0 ) 11 bar, where the contribution due to chromatic
aberrations is of the order of the measured focus width. This

explains the deviation of this data point from the apparent linear
trend in the double-logarithmic graph shown in Figure 5.

In Figure 6 the averages of the small and large virtual-source
sizes are plotted corrected for chromatic aberrations. Superim-
posed as lines are the results of the theoretical calculations
detailed in section 3. The direct calculation using either the
Lennard-Jones or the Hurly-Moldover potential can be seen
to deviate strongly at largep0d. Using a perpendicular temper-
ature at the calculated quitting surface as predicted by a
continuum expansion model (see section 3) results in an
excellent correspondence to the experiment. A slight preference
for the Lennard-Jones potential may be observed. This is not
surprising because the Lennard-Jones potential is known to be
better at predicting parallel speed ratios at a source temperature
of T0 ) 320 K.

Figure 4. Single data set from Figure 3,p0 ) 51 bar. The figure illustrates the fitting procedure where two Gaussian distributions are used to fit
the data set.

Figure 5. Two components of the virtual sourcedv1 anddv2 plotted as a function ofp0d, wherep0 is the source pressure andd ) 10 µm is the
nozzle diameter. The source temperatureT0 is 320 K. Data obtained with two different zone plates are plotted. The ZP1 data were obtained by
stepping a slit (25µm wide) across the image. The ZP2 data were obtained by stepping a pinhole (10µm) across the image. For both zone plate
data sets at the smallestp0d value, enlargement of the virtual-source diameter due to chromatic aberration is significant, whereas it is negligible for
the other data points. Also plotted in this figure are data fordv1 and dv2 from DePonte et al.,25 obtained with a nozzle diameter 9.5µm at a
temperatureT0 ) 300 K.

∆σ ≈ 2xln 2 rN/S (4)
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The model sketched above assumes a perfect supersonic
expansion. To test if the supersonic expansion in these experi-
ments was really perfect, we measured the center-line intensity
as a function of pressure without a zone plate in the beam line.
In Figure 7 two data sets are displayed. The lower data set shows
the center-line intensity as a function of pressure, obtained by
measuring the intensity using the 10µm pinhole without the
zone plate in the beam line. A drop off from linear dependence
is seen at higher pressures. According to theory,2 the center-
line intensity should increase linearly with pressure when the
beam is in the molecular flow regime. The drop off at higher
pressures, observed in many experimental setups, is most likely
due to backscattering from the skimmer.50 As mentioned earlier
we also carried out TOF measurements at various source
pressures. The velocity distribution (not shown) is in good
agreement with theory20,51 for all pressures. It has previously

been reported that when the backscattering effects are not too
pronounced it is possible that center-line intensity is reduced
before the velocity distribution is affected.2

The upper data set in Figure 7 shows the brightness of the
virtual source. The numbers were obtained by measuring the
maximum intensity of the zone plate focus using ZP2 with the
10 µm pinhole. The brightness was then derived by taking into
account the scanning hole area, detector efficiency, and trans-
mission efficiency of the zone plate in the first-order focus. The
solid angle used to calculate the brightness is given by the area
of the zone plate and its distance from the source squared. The
brightness is then averaged across the whole virtual source by
dividing by a factor of 2. Note that the brightness has a
maximum when the center-line intensity starts to deviate from
theoretical values.

Figure 6. Virtual-source diameterdv obtained as an average of the small and large components as a function ofp0d, wherep0 is the source pressure
andd ) 10 µm is the nozzle diameter. The source temperatureT0 is 320 K. The data have been obtained using ZP2 by stepping a pinhole (10µm)
across the image. The data have been corrected for chromatic aberrations. Superimposed as lines are the results of the theoretical calculations. The
calculations were only performed for the samep0d values as in the experiments. The direct calculations using either Lennard-Jones (LJ) or Hurly-
Moldover (HM) potential deviate at largep0d. Taking into account a perpendicular temperature at the calculated quitting surface as predicted by
a continuum expansion model results in excellent agreement with experiment.

Figure 7. Lower data set: center-line intensity measured with the 10µm pinhole at 320 K. The line indicates the value predicted for a perfect
supersonic expansion. Upper data set: brightness of the source obtained from the maximum intensity in the virtual-source images (see text).
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5. Discussion

In Figure 5 the measured virtual-source sizes obtained atT0

) 320 K and with a nozzle diameter of 10µm are plotted
together with recent data published by DePonte et al.25 obtained
at T0 ) 300 K and a nozzle diameter of 9.5µm. Taking into
account the differences in the two setups and the slightly
different temperature, one sees that very similar results are
obtained for the size of the smaller virtual-source component,
dV1. For the larger component of the virtual source,dv2, the
agreement is not as good. The DePonte data show a steeper
increase in source size as a function of pressure. This can be
due to various effects. The zone plates have relatively small
numerical aperture, and the virtual source is not a perfect
extended “light source” in the sense that for a point on the virtual
source the atoms do not emerge with equal probability in all
directions. This could lead to less intensity being sampled from
the edges and hence to a smaller measured source size. A second
factor could be the effect of backscattering that could well be
different in the two experimental setups.

The results of Figure 7 indicate that in our case the maximum
brightness that can be achieved on the central beam axis is not
limited by the pressure at which condensation sets in, but rather
by the broadening of the virtual source as the pressure increases.
This is an important, somewhat unfortunate, implication for
experiments using microskimmers, where only a small fraction
of the virtual source is selected, because it limits the possible
intensity that can be obtained with these microskimmers;
i.e., it limits the intensity available for present helium micro-
scope setups where the resolution is determined by the size of
the skimmer. Backscattering from the skimmer can affect
the beam intensity, as shown by Hedgeland et al.50 It is
possible that backscattering may affect the size of the virtual
source, though the good agreement with our model that does
not take backscattering into account hints that this is not the
case. It is plausible that backscattering affects the overall
intensity by removing atoms completely from the beam rather
than by broadening the source. It is worth investigating this
issue in more detail to improve the performance of helium
microscopes. Our measured brightness agrees to within an
order of magnitude with the brightness measured by DePonte
et al.25

Our model allows a quantitative description of the virtual-
source size for a supersonic helium expansion at 320 K without
any free parameters. To test if the model is able to describe the
virtual-source size also in other temperature ranges, we com-
pared the predictions of the model with the results of the virtual-
source size measured at 77 K by DePonte et al.25 both for the
smaller and for the larger component of the virtual source. The
DePonte data with our fits are shown in Figure 8. The LJ
potential does not describe the data well, with either eq 1 or 3,
although the order of magnitude is correct. The HM potential
provides a better description, especially for the broader com-
ponent with eq 1 and a good agreement with the smaller com-
ponent using eq 3. We tried also to compare the predictions
with a weighted average of the two sizes using eq 3 and the
HM potential. Multiplying by a factor 1.5 gives a good agree-
ment. We conclude that the introduction of the scaling as sug-
gested by the continuum expansion model, eq 3, provides an
effective way to predict the size of the virtual source. An obvious
improvement of the model would be the direct calculation of
the experimental distribution without the need ofad hoc
assumption of scaling and weighted average. It is worth noting
that in the equationsDQS seems to be calculated accurately;
otherwise, it seems very unlikely that we can get a good
agreement with the experiments at different temperatures. We
note that the results at 77 and 320 K require different potentials
for the best agreement. This was also found for the parallel
velocity distribution48 and does not seem related to the expansion
model only but can partially be ascribed to the interaction
potentials that are not able to describe the expansion in the whole
tested temperature range. In fact, the investigation of a super-
sonic expansion is a stringent test for both potentials and expan-
sion models because the properties of the gas are probed over
several orders of magnitude both for density and for temperature.
A complete and consistent description of the expansion process
is still lacking. The technique of direct imaging can contribute
to gaining further insight in the supersonic expansion process
and for measuring interatomic potentials.

6. Conclusion

We present first direct images of the virtual source in a
supersonic expansion of helium using a Fresnel zone plate to

Figure 8. Data for the small and broad virtual-source components (dV1 anddV2) from DePonte at al.25 obtained atT0 ) 77 K and using a 4.3µm
nozzle, compared with our model. The Lennard-Jones (LJ) potential does not describe the data well although the order of magnitude is correct. The
Hurly-Moldover (HM) potential provides a better description.
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image the expansion. We show that the virtual-source size
increases with pressure. We observe a drop-off from a linear
behavior for the center-line intensity at higher pressures which
indicates the onset of backscattering effects. This means that
we cannot be sure that the broadening of the virtual source in
the higher pressure regime is due solely to the effects of a
supersonic expansion. New investigations are needed to separate
clearly the two effects. In this Article we also propose a new
model to analyze the data that shows a good agreement with
published data in the source temperature range between 77 and
320 K. The model predicts values for the size of the virtual
source through the solution of the Boltzmann equation. The
collision integral contains the cross section calculated using
realistic potentials; therefore the method of direct imaging of
the virtual source can also be applied to test interatomic
potentials.
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